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MARL Frameworks

Independent Learning

IQL suffers Nonstationary Issues

𝑜!, 𝑎! → 𝜋! 𝑎! 𝑜!Training:

Execution: 𝜋! 𝑎! 𝑜!



CTDE suffers Overgeneralization Issues

CTDE/Joint-action Learning

“Employed value functions cannot estimate well because 

agents sometimes choose uncoordinated actions, and thus 

the optimal policy cannot be learned”         -Yi et al., 2022
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CTDE/Joint-action Learning

“Employed value functions cannot estimate well because 

agents sometimes choose uncoordinated actions, and thus 

the optimal policy cannot be learned”         -Yi et al., 2022

MARL Frameworks

DTDE agents exchange local information to 

limited neighbors over communication 

topology    without a center, which 

leverages networks to enable distributed 

cooperation and less overgeneralization.

𝐺
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Independent Learning
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Brief Survey



l Consider a networked MARL system consisting of N-agents

Following the standard setting in QD-Learning (Kar. 13), 

each agent updates the estimation of global Q-value with local 

information of neighbor agents. The information m is Q-value.

Standard QD-Learning



Consensus term Bellman innovation term

l Consider a networked MARL system consisting of N-agents

Following the standard setting in QD-Learning (Kar. 13), 

each agent updates the estimation of global Q-value with local 

information of neighbor agents. The information m is Q-value.

l The Q-value of each agent n for each pair (s, a) evolves in the form of  consensus + innovation

Standard QD-Learning



Consensus term Bellman innovation term

l Consider a networked MARL system consisting of N-agents

Following the standard setting in QD-Learning (Kar. 13), 

each agent updates the estimation of global Q-value with local 

information of neighbor agents. The information m is Q-value.

l The Q-value of each agent n for each pair (s, a) evolves in the form of  consensus + innovation

Considering that the transmitted information over networks could be eavesdropped or monitored by malicious 

agents, which is highly-related to agents’ privacy, it is still an open problem to consider privacy-protecting in 

networked MARL systems.

Standard QD-Learning



DP-QDL: Protecting the Privacy of Networked MARL

Homomorphic encryption: computationally expensive on mobile devices;

End2End encoding: unexplainable;

Differential Privacy: low cost, provable protections, widely used in the database of Google, Amazon, etc.
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DP-QDL: Protecting the Privacy of Networked MARL

Homomorphic encryption: computationally expensive on mobile devices;

End2End encoding: unexplainable;

Differential Privacy: low cost, provable protections, widely used in the database of Google, Amazon, etc.

DP-Protected message in the consensus term

l Add a random Laplace noise into the transmitted Q-value



DP-QDL: Protecting the Privacy of Networked MARL

Theorem 1 (Consensus in expectation a.s.)

The Q-value of each agent in DP-QDL can achieve consensus in expectation 

almost surely as

Brief Proof. E "𝑄 = 𝐸 𝑄 + η = 𝐸[𝑄]



DP-QDL: Protecting the Privacy of Networked MARL

Theorem 2 (Consensus in mean square a.s.)

The Q-value of each agent in DP-QDL can achieve asymptotically consensus 

in mean square almost surely as

3 key steps in proof:
Ø Construct an auxiliary process y 

including Laplace noise.
Ø Y achieves mean square convergence.
Ø The error between Q and y converges 

to zero.



DP-QDL: Protecting the Privacy of Networked MARL

Theorem 3 (p, r)-accuracy of the average Q-value

The average Q-value of all agents in DP-QDL can achieve (p, r)-accuracy 

with the optimal Q* and 

Step 2: With Chebyshev’s inequality and the variance above, we have

Step 1: The variance is calculated by using the iterative update of  \tilde{Q}.



Fig. 1 Center Bank Monetary Policy Environment. Fig. 2 Convergence in mean square with DP-noise.

Fig. 4 The Private Q-value and the Real Q-value.Fig. 3 Average Q-value distribution over 1000 runs.

DP-QDL Experiment Results



Existing DTDE/networked MARL works focus on the fully cooperative environment without a center. Many works 

use the consensus of agents’ critics to estimate the global critic. The applications of DTDE includes traffic signals 

control, grid control, cellular, and multi-robot systems.

• Considering a networked MARL system with a time-varying communication topology, I’m trying to improve 

the exploration of networked MARL by maximizing the mutual information between agents and the 

environment, where the agents can actively change the topology of the information structure. How do we 

measure this mutual information?

• In addition to the works mentioned above, what are the interesting directions of the DTDE MARL in your 

opinion?

Some Questions



Thanks!


