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Abstract

• 完全合作
• 部分观测
• 端到端训练 protocol
• CTDE



Problem Settings

Motivation: 

• Why does language use discrete structures? 
• What role does the environment play? 

• What is innate and what is learned? 
• How can agents use machine learning to automatically discover the communication protocols they need to 

coordinate their behaviour? 

Setting:

fully cooperative,
partially observable,
share the goal of maximising the same discounted sum of rewards. 

Two actions: affect the environment + communication action via a discrete limited-bandwidth channel.



Problem Settings

CTDE: 

Communication between agents is not restricted during learning, which is performed by a centralised algorithm; 
however, during execution of the learned policies, the agents can communicate only via the limited-bandwidth 

channel.

Character:

It is only when multiple agents and partial observability coexist that agents have the incentive to communicate. 
As no communication protocol is given a priori, the agents must develop and agree upon such a protocol to 

solve the task. 



Problem Settings

Contribution:

To our knowledge, this is the first time that either differentiable communication or reinforcement learning 
(RL) with deep neural networks have succeeded in learning communication protocols in complex 

environments.

The results also show that deep learning, by better exploiting the opportunities of centralised learning, is 

a uniquely powerful tool for learning communication protocols. 

Finally, this study advances several engineering innovations, outlined in the experimental section, that 
are essential for learning communication protocols in our proposed benchmarks. 



Problem Settings

Protocols are mappings from action-observation histories to sequences of messages, the space of protocols is 

extremely high-dimensional.

Automatically discovering effective protocols in this space remains an elusive challenge, including coordinating 
the sending and interpreting of messages.

An Example:
If one agent sends a useful message to another agent, it will only receive a positive reward if the receiving 

agent correctly interprets and acts upon that message.
If it does not, the sender will be discouraged from sending that message again. 

Hence, positive rewards are sparse, arising only when sending and interpreting are properly coordinated, 
which is hard to discover via random exploration. 



Method 1: Reinforced Inter-Agent Learning (RIAL)

Key Point: Combine DRQN + IQL

Split the network into Qu and Qm, the action selector 

separately picks ua and ma from Qu and Qm, using an ε-
greedy policy.

Action selection requires maximising over U and then over M 

2 modifications: 

• Disable ER, avoid obsolete experience and misleading
• Solve POMDP, feed in the actions u and m taken by each agent as inputs on the next time-step. 



Method 1: Reinforced Inter-Agent Learning (RIAL)

Parameter Sharing

Only learn one network, used by all agents;

Receive different obs. and evolve different hidden 
states, behave differently.

In addition, receives own index a as input to specialize
Speed up training

During decentralised execution, each agent uses its own copy of the learned network, evolving its own hidden 

state, selecting its own actions, and communicating with other agents only through the communication channel. 



Method 2: Differentiable Inter-Agent Learning (DIAL)

• Limitation: 

RIAL agents do not give each other feedback about their 
communication actions. 

• Solving this limitation:
CTDE + Q-networks, push gradients from one agent to 

another through communication channel across the agents. 
Feedback reduces the required amount of learning by trial 

and error.

Key Point: Gradient across agents



Method 2: Differentiable Inter-Agent Learning (DIAL)

Key Point: Gradient across agents

During centralised learning, communication actions are 

replaced with direct connections between the output of one 
agent’s network and the input of another’s. 

C-Net outputs two distinct types of values:
1. Q(·), the Q-values for the environment actions, which are 

fed to the action selector;
2. Message m(·), the real-valued message to other agents, 

processed by the discretise/regularise unit  (DRU(m^a_t )). 

DRU regularizes it with logistic during learning, and discretises it during execution



Richer training signal than DQN loss for Q_m in RIAL. 

While the DQN error is nonzero only for the selected 
message, the incoming gradient is a |m|-dimensional 

vector that can contain more information, here |m| is the 
length of m.

It also allows the network to directly adjust messages in 
order to minimise the downstream DQN loss, reducing 

the need for trial and error exploration to learn good 
protocols. 

DIAL can also scale naturally to large discrete message 
spaces, since it learns binary encodings instead of the 

one-hot encoding in RIAL, |m| = O(log(|M|). 

Method 2: Differentiable Inter-Agent Learning (DIAL)



Method 2: Differentiable Inter-Agent Learning (DIAL)



Experiment Setting



Model Architecture



Experiment 1: Switch Riddle

100 prisoners, random selected into the room with 

one light, in room observe light.
Tell: all prisoners have visited this room, right free, 

wrong executed. Fully cooperative
Communication only today (training), can’t from 
tomorrow(execution).

• Obs: in/out (0,1)

• Action: tell/none (in); none (out)
• Message: 1-bit switch position (on/off)
• Reward: right 1, wrong -1, none 0

• Time horizon: 4n – 6



Experiment 1: Switch Riddle Results



Experiment 1: Switch Riddle Analysis



Experiment 2: MNIST Game

Color-digit

• Color label: red/green 0,1
• Digit value: 0~9
• Input: 2x28x28 size pixels
• Message: 1-bit 
• Reward depends on action, color, parity (odd,/even), Total reward sums r1 and 

r2

Step 1: Both send 1-bit message,
Step 2: Select binary action u_2^a
Agents need to agree to encode/decode color or parity, where parity has greater 
rewards.



Experiment 2: MNIST Game

Multi-step

• action: 0~9
• Message: m_t^a 0~9
• Time horizon t=5
• Reward at t=5 given r_5 = 0.5 for each right guessed digit

Agents must find a protocol that integrates information 
across the four messages they exchange.

Noise = 0.5



Experiment 2: MNIST Game Results



Discussion



Discussion

Add large noise to increase the information ability in the channel. As we communication continuous message 
0~1 in training, but only transmit 0 or 1 in execution. Without the noise disturbance, from the perspective of 
receiver, message 0/1 can only represent a small set of message such as (0~0.1)/(0.9~1). With the large noise, 
e.g., the green shadow area, 0/1 can represent the full set of message 0~1, leading to decodable values. 



Discussion



Pseudocode



Update Details



Pytorch Implementation

https://github.com/minqi/learning-to-communicate-pytorch



Thanks


